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This study evaluated the accuracy, completeness, and com-
prehensibility of responses from mainstream large language 
models (LLMs) to hepatitis C virus (HCV)-related questions, 
aiming to assess their performance in addressing patient que-
ries about disease and lifestyle behaviors. The models select-
ed were ChatGPT-4o, Gemini 2.0 Pro, Claude 3.5 Sonnet, and 
DeepSeek V3, with 12 questions chosen by two HCV experts 
from the domains of prevention, diagnosis, and treatment. 
After five hepatologists evaluated their satisfaction with the 
model responses across the dimensions of accuracy, com-
pleteness, and comprehensibility using a 6-point Likert scale 
(1 = Completely incorrect, 6 = Correct), the results show that 
the average score of all LLMs is close to 5 points or even higher 
than 5 points, indicating that there are only a few errors. This 
suggests that the experts somewhat agreed with the content 
of the model responses, with Gemini 2.0 Pro potentially out-
performing the other models, as its content was agreed upon 
more extensively by the experts. All models achieved mean 
scores of 2 for completeness (Adequate, provides the minimal 
information to be considered complete) and comprehensibil-
ity (partly difficult to understand), indicating a certain level of 
overall usability, though notable deficiencies remain in certain 
dimensions. Although some pairwise comparisons showed 
statistically significant differences, the absolute differences 
in mean scores were small, and overall performance across 
models was broadly comparable. Although none were rated 
as “Very Poor,” their performance in completeness and com-
prehensibility was generally similar. This study has revealed 
the significant potential of artificial intelligence in transform-

ing patient education within conventional clinical practices, as 
the large models have already approached the level of ex-
perts in most responses. However, there are still certain limi-
tations, and further development is required before it can be 
widely applied in clinical education for HCV.

HCV is a global health concern, with approximately 58 
million people infected worldwide in 2019.1 The World Health 
Organization has set a target to eliminate hepatitis C by 
2030.2 However, global progress is uneven, with 78.6% of 
HCV infections remaining undiagnosed and only 21% of di-
agnosed HCV patients receiving DAA (direct-acting antivi-
ral agents) treatment.3,4 These limitations are due to con-
straints in educational and medical resources, necessitating 
urgent strategic adjustments to achieve the 2030 hepatitis 
C elimination goal.1,5,6

LLMs have profoundly transformed people’s lives in recent 
years and can provide effective personalized support and ed-
ucation for patients in the medical field, potentially helping 
to supplement healthcare resources.7,8 Recent research has 
evaluated the performance of ChatGPT and Gemini in answer-
ing viral hepatitis-related questions, revealing both strengths 
and weaknesses in terms of accuracy, completeness, and 
comprehensibility.9,10 In the area of public health, particularly 
in answering Centers for Disease Control and Prevention and 
social media-related questions, both models performed simi-
larly and provided high-quality responses. However, when 
it came to addressing treatment-related questions, both 
models demonstrated significant shortcomings, particularly 
in providing accurate and complete information about drug 
interactions and therapy monitoring. These findings suggest 
that while LLMs hold promise for HCV education, they still 
fall short in delivering the practical information and emotional 
support that patients need. This study assessed the accu-
racy, completeness, and comprehensibility of responses from 
mainstream large models to HCV-related questions, aiming 
to evaluate their performance in addressing patient queries 
about disease and lifestyle behaviors, and to help select the 
most suitable general-purpose LLM for this task.

The selection and formulation of the 12 HCV-related ques-
tions were conducted through a structured process to ensure 
clinical relevance and comprehensiveness. Two expert physi-
cians first identified key domains in HCV management—pre-
vention, diagnosis, and treatment—based on current guide-
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lines and common patient inquiries. Within each domain, they 
collaboratively developed specific questions to address critical 
and frequently encountered clinical scenarios. For preven-
tion (Q1–4), this included personal prevention methods and 
screening recommendations for high-risk groups. For diagno-
sis (Q5–8), questions focused on testing protocols, staging of 
liver fibrosis, and clinical evaluation. For treatment (Q9–12), 
prompts covered DAA regimen selection, therapy monitoring, 
management in special populations, and drug interactions. 
This methodology ensured that the question list was both sys-
tematically derived and representative of core challenges in 
HCV care. The finalized questions are detailed in Table 1.

Five liver disease experts with over 10 years of experi-
ence used the Likert scale to evaluate the accuracy, com-
pleteness, and comprehensibility of each model’s responses, 
with a total of 720 ratings for assessment (12 questions × 4 
models × 3 dimensions × 5 raters). In descriptive statistics, 
we described the experimental results using the mean and 
standard error of scores for each response. Furthermore, we 
conducted concordance tests separately for each question 
across the dimensions of accuracy, completeness, and com-
prehensibility using Kendall’s coefficient. Kendall’s coefficient 
of concordance, a non-parametric measure of agreement 
that considers both the magnitude and direction of differ-
ences between raters, was employed. A coefficient of 1 indi-
cates complete agreement, while a coefficient of 0 indicates 

agreement no different from random judgment.
Accuracy was scored on a Likert scale ranging from 1 to 6 

(The specific scoring criteria can be found in Table 2). The av-
erage accuracy scores of ChatGPT-4o, Gemini 2.0 Pro, Claude 
3.5 Sonnet, and DeepSeek V3 were 4.57 ± 0.11, 5.17 ± 0.10, 
4.25 ± 0.10, and 4.17 ± 0.11, respectively. Gemini 2.0 Pro 
achieved the highest score, and DeepSeek V3 achieved the 
lowest. Of all the responses, Gemini 2.0 Pro scored the high-
est on Questions 7 and 10, and Claude 3.5 Sonnet had the 
worst answer on Question 12. In terms of disease prevention, 
diagnosis, and treatment, Gemini 2.0 Pro scored the highest 
among the four models (5.15 ± 0.17, 5.30 ± 0.16, and 5.05 ± 
0.18, respectively). ChatGPT-4o achieved the second-highest 
score in all three domains (5.15 ± 0.16, 5.30 ± 0.20, and 5.05 
± 0.21, respectively). In the fields of prevention and treat-
ment, DeepSeek V3 had the lowest accuracy scores (4.05 ± 
0.18 and 4.15 ± 0.18, respectively). In the field of diagnosis, 
Claude 3.5 Sonnet had the worst performance (4.15 ± 0.18) 
(Fig. 1A). The average value of Kendall’s coefficients of con-
cordance for 12 questions was 0.341, indicating consistency.

In the Likert scale for completeness, which ranged from 
1 to 3, the average scores of ChatGPT-4o, Gemini 2.0 Pro, 
Claude 3.5 Sonnet, and DeepSeek V3 were 2.27 ± 0.08, 
2.43 ± 0.07, 2.30 ± 0.08, and 1.92 ± 0.08, respectively. 
Among all responses, answers to Questions 3, 4, and 12 from 
Gemini 2.0 Pro and answers to Question 12 from ChatGPT-

Table 1.  The question list used in this study

Question list

1. What are the primary routes of HCV transmission, and how can individuals reduce their risk of infection?

2. Are there vaccines available for preventing HCV infection? If not, what preventive measures are recommended?

3. What precautions should healthcare workers take to prevent HCV transmission in clinical settings?

4. What screening recommendations exist for high-risk populations to prevent HCV transmission and progression?

5. What are the recommended diagnostic tests for HCV infection, and in what order should they be performed?

6. How should liver fibrosis be assessed in patients diagnosed with chronic HCV infection?

7. What are the clinical manifestations of acute versus chronic HCV infection? How can they be differentiated?

8. Which patient populations should be prioritized for HCV screening according to EASL guidelines?

9. What are the first-line DAA regimens recommended for treatment-naïve patients with chronic HCV infection?

10. How should treatment response to DAA therapy be monitored during and after completion of therapy?

11. What are the considerations for treating HCV in special populations (e.g., patients 
with decompensated cirrhosis, post-transplant, or HIV co-infection)?

12. What are the potential drug-drug interactions with DAA therapies that clinicians and patients should be aware of?

HCV, hepatitis C virus; DAA, direct-acting antiviral agents; HIV, human immunodeficiency virus.

Table 2.  The Likert scale used in this study

Accuracy rat-
ing Likert scale Completeness rating Likert scale Comprehensibility 

rating Likert scale

1 Completely incorrect Incomplete. Some aspects of the question are tackled, 
but significant portions are missing or incomplete

Difficult to understand

2 More incorrect than correct Adequate. Addresses all aspects of the question and provides 
the minimal information required to be considered complete

Partly difficult to 
understand

3 Approximately equally 
correct and incorrect

Comprehensive. Covers all aspects of the question and 
delivers additional information or context beyond expectations

Easy to understand

4 More correct than incorrect

5 Nearly all correct

6 Correct



Journal of Clinical and Translational Hepatology 2026 vol. 14(1)  |  116–119118

Chen J. et al: Refining HCV guidelines via LLMs

4o achieved the highest scores. In the fields of disease pre-
vention and treatment, Gemini 2.0 Pro received the highest 
scores (2.70 ± 0.11 and 2.45 ± 0.11). In the field of disease 
diagnosis, Claude 3.5 Sonnet had the highest average score 
(2.35 ± 0.13). DeepSeek V3, however, had the lowest aver-
age scores in all three fields (Fig. 1B). Kendall’s coefficient 
of concordance was 0.491, indicating a moderate level of 
agreement. Kendall’s coefficients of concordance averaged 
0.265, indicating consistency.

Additionally, many evaluating physicians provided sugges-
tions for improving future medical consultation LLMs. They 
noted that when answering diagnosis-related questions, the 
models failed to understand patients’ anxiety and instead de-
voted extensive text to explaining relevant principles. Con-
versely, testing procedures, timelines, accuracy rates, and 
other information that patients are more interested in were 
only briefly mentioned. The humanistic care aspect was also 
noted to be superficial and inadequate.

In terms of comprehensibility, DeepSeek V3 demonstrated 
a significant advantage with an average score of 2.3 ± 0.08, 

while Claude 3.5 Sonnet had the lowest average score (1.78 
± 0.09). Among all responses, DeepSeek V3 for Question 1 
received the highest average score. Gemini 2.0 Pro received 
the lowest scores for Questions 9, 10, and 12, and Claude 3.5 
Sonnet received the lowest scores for Questions 2, 5, and 9, in-
dicating they were less comprehensible. In the field of disease 
prevention, DeepSeek V3 had the highest comprehensibility 
score (2.45 ± 0.14), and Claude 3.5 Sonnet had the lowest 
(1.80 ± 0.16). In the field of disease diagnosis, ChatGPT-4o 
was the most comprehensible (2.25 ± 0.14), and Claude 3.5 
Sonnet was the least comprehensible (1.75 ± 0.16). In the 
field of treatment, DeepSeek V3 also achieved the highest 
score (2.40 ± 0.15), while Gemini 2.0 Pro received the lowest 
score (1.75 ± 0.12) (Fig. 1C). Kendall’s coefficient of concord-
ance was 0.460, indicating a moderate level of agreement. 
Although Fleiss’ Kappa was calculated for consistency analysis 
among the five raters, it should be noted that this method is 
primarily designed for nominal categorical data. Given that our 
data were based on ordinal Likert scales (6-point for accuracy 
and 3-point for completeness and comprehensibility), Fleiss’ 

Fig. 1.  Box plots illustrating the distribution of accuracy (A), completeness (B), and comprehensibility (C) scores across different large language 
models. *indicates that there is a significant difference between the two (p < 0.05); “ns” indicates that there is no significant difference between the two.
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Kappa may underestimate the true agreement because it does 
not account for the ordinal nature of the ratings. Therefore, 
we additionally computed Kendall’s coefficient of concordance 
(W), which is more appropriate for ordinal data, and obtained 
an average value of 0.341 across the 12 items, indicating a 
moderate level of inter-rater agreement.

All four evaluated LLMs demonstrated potential for support-
ing HCV patient education, consistently providing medically 
accurate information (scores > 4). This suggests current LLMs 
possess sufficient knowledge to address common patient que-
ries about HCV. Among the four models, although DeepSeek 
had the lowest accuracy score, its score still indicates that 
it maintains a relatively low error rate. However, due to the 
persistence of hallucinations, it is still necessary to be cau-
tious in identifying information when using LLMs for medical 
education. In the future, it may be necessary to fine-tune or 
conduct specialized training for LLMs in order to improve their 
accuracy and other aspects. However, important limitations 
were identified. Despite acceptable completeness scores, 
models often emphasized theoretical explanations over prac-
tical information relevant to patients (testing procedures, 
timelines, accuracy rates). This highlights a gap in prioritiz-
ing patient-centric information and understanding the emo-
tional context of medical inquiries.11 Comprehensibility varied 
significantly between models, with DeepSeek V3 excelling in 
prevention and treatment explanations, while ChatGPT-4o 
performed best for diagnostic information. Claude 3.5 Sonnet 
consistently scored lowest, suggesting potential communica-
tion issues for patient education. Emerging concerns include 
potential medical disputes arising from the gap between LLM 
recommendations and clinical practice. In clinical settings, 
physicians consider numerous patient-specific factors that 
standardized LLM responses may not address.12 Current LLMs 
also lack the human judgment and empathetic communication 
that characterize effective physician–patient interactions.13,14 
To mitigate risks, a regulatory framework should govern LLM 
implementation in patient education, with guidelines for ap-
propriate use, transparency about limitations, and regular 
quality evaluation. Developers should improve models’ abil-
ity to understand patient anxiety, prioritize practical informa-
tion, and communicate with empathy. Despite challenges, 
LLMs could potentially advance medical education and bridge 
knowledge gaps in regions with limited access to HCV special-
ists.15,16 Future research should focus on specialized medical 
LLMs for patient education, balancing technical accuracy with 
emotional intelligence and communication clarity.
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